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Abstract— Robotics research in locomotion is undergoing a
transformative shift towards the use of learning-based tools.
Learning methodologies have been shown to be capable of
remarkable robustness and performance even when applied to
real-world environments; however, they present limitations in
interpretability, safety guarantees and sample efficiency. For
this reason, it is the authors’ belief that more classical control
approaches should not be disregarded yet. We thus advocate
for a hybrid approach, combining offline data-based policy
design through Reinforcement Learning (RL), with classical
online Motion Planning, via Receding Horizon Control (RHC).
Even though this kind of hybrid approaches are not entirely
new, to the authors’ knowledge, there is no specific tool
currently available for research in this domain. To this purpose,
we developed a modular software ecosystem, hereby briefly
presented in its main components and features. To facilitate its
usability and diffusion, we made all the core components open
source under the GPLv2 license. Furthermore, to showcase the
potential of our framework and approach, we briefly present
a proof-of-concept example combining a high-level RL agent
coupled with a lower-level MPC controller for the execution of
a simple locomotion task on a simulated quadruped robot.

I. A BRIEF HYSTORICAL OVERVIEW: from Markov
Decision Processes and Dynamic Programming to modern

Receding Horizon Control and Reinforcement Learning

State-of-the-art of locomotion and manipulation pipelines
have been shown to be capable of remarkable performance
and robustness [1]–[4]. These results stand on the shoulders
of more than seventy years of research in robotics, control
and learning, starting from the very first industrial automated
robot Unimate in the 1950s [5], Richard Bellman’s pioneer-
ing work in the late 1950s and early 1960s on Markov De-
cision Processes (MDPs) [6] and Dynamic Programming [7]
(DP), and the establishment of Machine Learning (ML) as
consolidated field of study.

MDPs are a mathematical framework used to model se-
quential decision-making and are described by a set of states
S and a set of possible actions A that the decision-maker can
choose from. Upon taking an action a ∈ A in a particular
state s ∈ S, the system transitions to a new state s′ ∈ S,
with associated immediate reward r(s, a, s′), according to a
probability distribution p(s′ | s,a). Reinforcement Learning
(RL) methods aim at finding an optimal policy π∗(a |s)
that maximizes the cumulative (discounted) reward Rt =
∑

n−1
k=0 γk · rt+k obtained by the decision-maker over a time

horizon.
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The formulation of MPDs, in conjunction with the in-
troduction of the Bellman equation [7], the value func-
tions and Value Iteration algorithm, laid the foundations
of DP as a systematic method for solving sequential-
decision problems by breaking them down into simpler sub-
problems [7]. The development of Policy Iteration [8], TD-
learning [9], Q-learning [10], the increased popularization
of back-propagation [11] as a way of training powerful
neural function approximators and the ever-increasing com-
putational resources progressively paved the way to today’s
most successful and employed on-policy and off-policy RL
algorithms PPO [12] and SAC [13], respectively.

In an analogous way, DP principles served as a founda-
tional basis for the evolution of modern RHC [14], which
iteratively solves a finite-horizon optimal control problem
over short time intervals, considering system dynamics and
constraints. Over the years, many algorithms for the solution
of receding-horizon nonlinear optimization problems have
been developed, and several of them are directly tied to
the continuous-time dynamics declination of DP, namely
Differential Dynamic Programming (DDP) [15]–[18].

II. A HYBRID APPROACH: Learning-Based Receding
Horizon Control with Reinforcement Learning

Most of the currently employed control tools and pipelines
for locomotion rely either on online “model-based” con-
trollers [3], [14] or “model-free” learned policies (often
RL-based and trained offline) [1], [2], [19]–[31], with few
exceptions [32]. In the past years there have been several
attempts at combining learning-based methods and receding
horizon controllers, e.g. [33], [34]. Specifically, the following
main approaches can be identified [35]:

1) Model augmentation: integration of learned models into
RHC controllers to improve prediction accuracy and
control performance [19]–[21].

2) Adaptive tuning and parameter optimization: RHC pa-
rameters tuning (e.g. weights, costs, constraints), based
on real-time data [22]–[26], [36].

3) Safety: a learned-policy is coupled with a RHC con-
troller, which in this context takes the role of a safety
filter [27]–[31].

Our approach to RL-based RHC, which is synthetically
depicted in Fig. 1, can be framed as a hybrid between 1) and
3) and it is to some extent complementary to what was done
in [35], where a RHC is used to rollout reference motions and
footstep plans during the training of a RL tracking policy.
Instead of using the RHC controller just for training, we
actually aim at hierarchically coupling it with a higher level
agent during both training and real-world deployment. This
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Fig. 1. Our take on Learning-based Receding Horizon Control: a RHC controller is hierarchically coupled with a higher-level RL agent during both
training and real-world deployment. The RL agent has control over key RHC run-time parameters like contact phases and twist commands and can monitor
its internal state (costs, constraint violations). The agent learns to exploit the underlying RHC controller to perform the tracking of user-specified high-level
task references.

Fig. 2. High-level overview of the software implementation of the training
environment to which the agent is exposed: the robot in the simulator
is controlled through a joint-level impedance controller, which is in turn
used by a higher-level receding horizon controller. The agent can indirectly
control the robot through the latter. The training environment lives in
an independent process and uses shared memory for interacting with the
simulation environment.

allows to tackle problems which are non-trivial at the RHC
level (like contact phase selection), while also exploiting
the robustness and flexibility of the agent and the safety
guarantees of the RHC controller. This approach, however,
entails several challenges, particularly from a practical point
of view (integration, computational complexity, generaliza-
tion, reward formulation), which indeed make the required
implementation effort non-negligible.

III. IBRIDO IMPLEMENTATION: framework overview and
main components

Most RL methods, especially on-policy ones, can be
considerably sample inefficient, and training robust policies
for real world deployment via domain randomization can
further exacerbate the need for vast amounts of data. To over-
come this issue we make use of GPU-accelerated simulation
tools [37], [38], which allow to generate massive amounts of
simulated experience in a short amount of time. We choose
Omniverse IsaacSim [37] as the simulation backend, while
we use PyTorch for all deep-learning related components and
Horizon [39] for formulating and running RHC controllers
on CPU, with an iLQR solver backend. Fig. 2 shows a high

Fig. 3. Preliminary results showing the agent during learning while it
moves the robot forward using the RHC controller, from left to right and
from top to bottom. The corresponding video is available at [45]

level software overview of the system, which is made of the
following main modules:
• SharsorIPCpp [40] serves as the shared memory back-

end for fast data sharing and synchronization between
all components on CPU.

• OmniRoboGym [41] is used as a wrapper around Isaac-
Sim and provides an interface to the simulation envi-
ronment.

• CoClusterBridge [42] exploits [40] and coordinates the
connection and synchronization between the simulation
environment and a cluster of RHC controllers. It fur-
thermore provides abstractions for the controllers and
an extensible debug GUI for monitoring the cluster.

• LRHControl [43] is the main package of the ecosystem
and is responsible for setting up and running the simu-
lation environment, the control cluster and the training
environment.

• RHCViz [44] is a debug tool based on ROS1/ROS2 and
RViz for visualizing RHC solutions in real-time. For
our specific use case, it also allows to inspect a single
environment during training without the need of any
rendering on the simulator side.

IV. A PROOF-OF-CONCEPT EXAMPLE: learning to step

To showcase the potential of the proposed hybrid RL-RHC
approach and of our framework, we trained a RL agent using
PPO [12] to exploit a RHC controller for achieving a very
simple forward locomotion task on a quadruped robot (shown
in Fig. 3). The agent is given a forward velocity reference
and is continuously rewarded based on the task error and the
performance of the underlying RHC controller. Notably, we
observe the emergence of completely acyclic contact phases,
varying from crawling to bound-like patterns.
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